Abstract

Even the support vector machine (SVM) has been proposed to provide a good generalization performance, the classification result of the practically implemented SVM is often far from the theoretically expected level because their implementations are based on the approximated algorithms due to the high complexity of time and space. To improve the limited classification performance of the real SVM, we propose to use the SVM ensemble with bagging (bootstrap aggregating) or boosting. In bagging, each individual SVM is trained independently using the randomly chosen training samples via a bootstrap technique. In boosting, each individual SVM is trained using the training samples chosen according to the sample’s probability distribution that is updated in proportional to the errorness of the sample. In both bagging and boosting, the trained individual SVMs are aggregated to make a collective decision in several ways such as the majority voting, least-squares estimation-based weighting, and the double-layer hierarchical combining. Various simulation results for the IRIS data classification and the hand-written digit recognition, and the fraud detection show that the proposed SVM ensemble with bagging or boosting outperforms a single SVM in terms of classification accuracy greatly.
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1. Introduction

The support vector machine (SVM) is a new and promising classification and regression technique proposed by Vapnik and his group at AT&T Bell Laboratories [1]. The SVM learns a separating hyperplane to maximize the margin and to produce a good generalization ability [2]. Recent theoretical research work has solved the existing difficulties of using the SVM in practical applications [3,4]. By now, it has been successfully applied in many areas such as the face detection, the hand-writing digital character recognition, the data mining, etc.

However, the SVM has two drawbacks. First, since it is originally a model for the binary-class classification, we should use a combination of SVMs for the multi-class classification. Methods for combining SVMs for the multi-class classification has been proposed [6,7], but the performance does not seem to improve as much as in the binary classification. Second, since learning of the SVM is a very time consuming for a large scale of data, we should use some approximate algorithms [2]. Using the approximate algorithms can reduce the computation time, but degrade the classification performance.

To overcome the above drawbacks, we propose to use the SVM ensemble. We expect that the SVM ensemble can improve the classification performance greatly than using a single SVM by the following fact. Each individual SVM has been trained independently from the randomly chosen training samples and the correctly classified area in the space of data samples of each SVM becomes limited to a certain area. We can imagine that a combination of several SVMs
will expand the correctly classified area incrementally. This implies the improvement of classification performance by using the SVM ensemble. Likewise, we also expect that the SVM ensemble will improve the classification performance in case of the multi-class classification.

Fig. 1 illustrates how a combination of different SVM classifiers expands the region of test sample resulting in the correct classifications. Let \( U \) and \( T_i \) be a set of all possible examples and a set of training examples for the \( i \)th SVM classifier, respectively. Assume that \( K \) different SVM classifiers has been training independently using different training samples. Then, each SVM classifiers provide different generalization performance. As we can see in Fig. 1, the region of test examples that results in correct classification by each SVM classifier can be very different each other (see \( G_1, G_2, \ldots, G_K \) in Fig. 1) and the region covered by the SVM ensemble is extended further. This expansion implies that the generalization ability will be improved further by the SVM ensemble since an SVM classifier with incorrect classification over some test examples can be compensated by another SVM classifier with correct classification over the same test examples.

The idea of the SVM ensemble has been proposed in Ref. [8]. They used the boosting technique to train each individual SVM and took another SVM for combining several SVMs. In this paper, we propose to use the SVM ensemble based on the bagging and boosting techniques. In bootstrapping (bagging), each individual SVM is trained over the randomly chosen training samples via a bootstrap technique. In boosting, the training samples for each individual SVM is chosen according to updating probability distribution (related to error) for samples. Then, the independently trained several SVMs are aggregated in various ways such as the majority voting, the LSE-based weighting, and the double-layer hierarchical combining.

This paper is organized as follows. Section 2 describes the theoretical background of the SVM. Section 3 describes the SVM ensembles, the bagging and boosting method and three different aggregation methods. Section 4 shows the simulation results when the proposed SVM ensembles are applied to the classification problems such as the IRIS data classification and the hand-written digit recognition, and the fraud detection. Finally, a conclusion is drawn.

2. Support Vector Machines

In theory, the SVM classification can be traced back to the classical structural risk minimization (SRM) approach, which determines the classification decision function by minimizing the empirical risk as

\[
R = \frac{1}{L} \sum_{i=1}^{L} |f(x_i) - y_i|,
\]

where \( L \) and \( f \) are the size of examples and the classification decision function, respectively. For SVM, determining an optimal separating hyperplane that gives low generalization error is the primary concern. Usually, the classification decision function in the linearly separable problem is represented by

\[
f_{w,b} = \text{sign}(w \cdot x + b).
\]

In SVM, the optimal separating hyperplane is determined by giving the largest margin of separation between different classes. This optimal hyperplane bisects the shortest line between the convex hulls of the two classes. The optimal hyperplane is required to satisfy the following constrained minimization as

\[
\text{Min} \frac{1}{2} w^T w,
\]

\[
y_i(w \cdot x_i + b) \geq 1.
\]

For the linearly non-separable case, the minimization problem needs to be modified to allow the misclassified data points. This modification results in a soft margin classifier that allows but penalizes errors by introducing a new set of variables \( \xi_i \) as the measurement of violation of the constraints:

\[
\text{Min} \frac{1}{2} w^T w + C \left( \sum_{i=1}^{L} \xi_i \right)^k,
\]

\[
y_i(w^T \phi(x_i) + b) \geq 1 - \xi_i,
\]

where \( C \) and \( k \) are used to weight the penalizing variables \( \xi_i \). \( \phi(\cdot) \) is a nonlinear function which maps the input space into a higher dimensional space. Minimizing the first term in Eq. (4) is corresponding to minimizing the VC-dimension of the learning machine and minimizing the second term in Eq. (4) controls the empirical risk. Therefore, in order to solve problem Eq. (4), we need to construct a set of functions, and implement the classical risk minimization on the set of functions. Here, a Lagrangian method is used to solve the above problem. Then, Eq. (4) can be written as

\[
\text{Max} F(A) = A \cdot 1 - \frac{1}{2} A \cdot D \cdot A,
\]

\[
A \cdot y = 0, \quad A \leq C, \quad A > 0,
\]
where $A = (\lambda_1, \ldots, \lambda_L)$, $D = y_1 y_2 \cdots y_L$. For the binary classification, the decision function equation (2) can be rewritten as

$$f(x) = \text{sign} \left( \sum_{i=1}^{L} y_i \alpha_i^* \phi(x_i \cdot x) + b^* \right). \quad (6)$$

For the multi-class classification, we can extend the SVM in the following two ways. One method is called the “one-against-all” method [5,6], where we have as many SVMs as the number of classes. The $i$th SVM is trained from the training samples where some examples contained in the $i$th class have “+1” labels, and other examples contained in the other classes have “−1” labels. Then, Eq. (4) is modified into

$$\text{Min : } F(A) = \frac{1}{2} (w_i)^T w_i + C \left( \sum_{i=1}^{L} (\xi^*_i)^2 \right),$$

$$y_i((w_i)^T \varphi(x_i) + b_i) \geq (1 - (\xi^*_i)) \quad \text{if } x_i \in C_i,$$

$$y_i((w_i)^T \varphi(x_i) + b_i) < (1 - (\xi^*_i)) \quad \text{if } x_i \in \bar{C}_i,$$

$$(\xi^*_i) > 0, \quad i = 1, \ldots, L \quad \text{(7)}$$

and the decision function of Eq. (7) becomes

$$f(x) = \text{sign} \left( \max_{i \in \{1, \ldots, C\}} ((w_i)^T \varphi(x_i) + b_i) \right), \quad (8)$$

where $C$ is the number of the classes.

Another method is called the one-against-one method [5,7]. When the number of classes is $C$, this method constructs $C(C-1)/2$ SVM classifiers. The $i$th SVM is trained from the training samples where some examples contained in the $i$th class have “+1” labels and other examples contained in the $j$th class have “−1” labels. Then, Eq. (4) is modified into

$$\text{Min } F(\wedge) = \frac{1}{2} (w_{ij})^T w_{ij} + C \left( \sum_{i=1}^{L} (\xi^{ij}_i)^2 \right),$$

$$y_i((w_{ij})^T \varphi(x_i) + b_{ij}) \geq (1 - (\xi^{ij}_i)) \quad \text{if } x_i \in C_i,$$

$$y_i((w_{ij})^T \varphi(x_i) + b_{ij}) < (1 - (\xi^{ij}_i)) \quad \text{if } x_i \in C_j,$$

$$(\xi^{ij}_i) > 0, \quad i = 1, \ldots, L \quad \text{(9)}$$

The class decision in this type of multi-class classifier can be performed in the following two ways. The first decision is based on the “Max Wins” voting strategy, in which $C(C-1)/2$ binary SVM classifiers will vote for each class, and the winner class will be the class having the maximum votes. The second method uses the tournament match, which reduces the classification time to the log scale.

3. SVM ensemble

An ensemble of classifiers is a collection of several classifiers whose individual decisions are combined in some way to classify the test examples [9,10]. It is known that an ensemble often shows much better performance than the individual classifiers that make it up. Hansen et al. [14] shows why the ensemble shows better performance than individual classifiers as follows. Assume that there are an ensemble of $n$ classifiers: $\{f_1, f_2, \ldots, f_n\}$ and consider a test data $x$. If all the classifiers are identical, they are wrong at the same data, where an ensemble will show the same performance as individual classifiers. However, if classifiers are different and their errors are uncorrelated, then when $f_i(x)$ is wrong, most of other classifiers except for $f_i(x)$ may be correct. Then, the result of majority voting can be correct. More precisely, if the error of individual classifier is $p < \frac{1}{2}$ and the errors are independent, then the probability $p_E$ that the result of majority voting is incorrect is $\sum_{k=1-n/2}^{n} (1 - p)^{a-k} C^k (\frac{1}{2})^{n-k} = \sum_{k=1-n/2}^{n} (\frac{1}{2})^k$. When the size of classifiers $n$ is large, the probability $p_E$ becomes very small.

The SVM has been known to show a good generalization performance and is easy to learn exact parameters for the global optimum [2]. Because of these advantages, their ensemble may not be considered as a method for improving the classification performance greatly. However, since the practical SVM has been implemented using the approximated algorithms in order to reduce the computation complexity of time and space, a single SVM may not learn exact parameters for the global optimum. Sometimes, the support vectors obtained from the learning is not sufficient to classify all unknown test examples completely. So, we cannot guarantee that a single SVM always provides the global optimal classification performance over all test examples.

To overcome this limitation, we propose to use an ensemble of support vector machines. Similar arguments mentioned above about the general ensemble of classifiers can also be applied to the ensemble of support vector machines. Fig. 2 shows a general architecture of the proposed SVM ensemble. During the training phase, each individual SVM is trained independently by its own replicated training data set via a bootstrap method explained in Section 3.1. All constituent SVMs will be aggregated by various combination strategies explained in Section 3.2. During the testing phase, a test example is applied to all SVMs simultaneously and a collective decision is obtained based on the aggregation strategy.

On the other hand, the advantage of using the SVM ensemble over a single SVM can be achieved equally in the case of multi-class classification. Since the SVM is originally a binary classifier, many SVMs should be combined for the multi-class classification as mentioned in 2.2. The SVM classifier for the multi-class classification does not show as good performance as that for the binary-class classification. So, we can also improve the classification performance in the multi-class classification by taking the SVM ensemble where each SVM classifier is designed for the multi-class classification.
3.1. Methods for constructing the SVM ensemble

Many methods for constructing an ensemble of classifiers have been developed. The most important thing in constructing the SVM ensemble is that each individual SVM becomes different with another SVM as much as possible. This requirement can be met by using different training sets for different SVMs. Some methods for selecting the training samples are bagging, boosting, randomization, stacking and dagging [11–13]. Among them, we put focus on the representative methods such as bagging and boosting.

3.1.1. Bagging

First, we explain a bagging technique [15] to construct the SVM ensemble. In bagging, several SVMs are trained independently via a bootstrap method and then they are aggregated via an appropriate combination technique. Usually, we have a single training set \( TR = \{ (x_i; y_i) | i = 1, 2, \ldots, l \} \). But we need \( K \) training samples sets to construct the SVM ensemble with \( K \) independent SVMs. From the statistical fact, we need to make the training sample sets different as much as possible in order to obtain higher improvement of the aggregation result. For doing this, we often use the bootstrap technique as follows.

Bootstrapping builds \( K \) replicate training data sets \( \{ TR_{\text{bootstrap}}^k | k = 1, 2, \ldots, K \} \) by randomly re-sampling, but with replacement, from the given training data set \( TR \) repeatedly. Each example \( x_i \) in the given training set \( TR \) may appear repeated times or not at all in any particular replicate training data set. Each replicate training set will be used to train a certain SVM.

3.1.2. Boosting

The representative boosting algorithm is the AdaBoost algorithm [16]. Like bagging, each SVM is also trained using a different training set. But, the selection scheme of training samples in the AdaBoost method is quite different from the bagging method by the following. Initially, we have a training set \( TR = \{ (x_i; y_i) | i = 1, 2, \ldots, l \} \) consisting of \( l \) whole samples and each sample in the \( TR \) is assigned to have the same value of weight \( p_0(x_i) = 1/l \). For training the \( k \)th SVM classifier, we build a set of training samples \( TR_{\text{bootstrap}}^k = \{ (x_i; y_i) | i = 1, 2, \ldots, l' \} \) that is obtained by selecting \( l'( < l) \) samples among the whole data set \( TR \) according to the weight values \( p_{k-1}(x_i) \) at the \( (k-1) \)th iteration. This training samples is used for training the \( k \)th SVM classifier. Then, we evaluate the classification performance of the \( k \)th trained SVM classifier using the whole training sample \( TR \) as follows. We obtain the updated weight values \( p_k(x_i) \) of the training samples in \( TR \) based on the errorness of the training samples as follows. The weight values of the incorrectly classified samples are increased but the weight values of the
correctly classified samples are decreased. This implies that the samples which are hard to classify are selected more frequently. This updated weight values will be used for building the training samples set has been built due to the majority voting. So, the final decision of the SVM ensemble is determined by

\[ f_{\text{LSB}}(\mathbf{x}) = \text{sign}(\mathbf{w} \cdot \{ f_k(\mathbf{x}) \}_{k=1}^K). \]  

3.2. Methods for aggregating SVMs

After training, we need to aggregate several independently trained SVMs in an appropriate combination manner. We consider two types of combination techniques such as the linear and nonlinear combination method. The linear combination method, as a linear combination of several SVMs, includes the majority voting and the LSE-based weighting. The majority voting and the LSE-based weighting are often used for the bagging and the boosting, respectively. A nonlinear method, as a nonlinear combination of several SVMs, includes the double-layer hierarchical combining that use other upper-layer SVM to combine several lower-layer SVMs.

3.2.1. Majority voting

Majority voting is the simplest method for combining several SVMs. Let \( f_k(k = 1, 2, \ldots, K) \) be a decision function of the \( k \)th SVM in the SVM ensemble and \( C_j \) (\( j = 1, 2, \ldots, C \)) denote a label of the \( j \)th class. Then, let \( N_j = \# \{ k | f_k(\mathbf{x}) = C_j \} \), i.e., the number of SVMs whose decisions are known to the \( j \)th class. Then, the final decision of the SVM ensemble \( f_m(\mathbf{x}) \) for a given test vector \( \mathbf{x} \) due to the majority voting is determined by

\[ f_m(\mathbf{x}) = \arg \max_j N_j. \]  

3.2.2. The LSE-based weighting

The LSE-based weighting treats several SVMs in the SVM ensemble with different weights. Often, the weights of several SVMs are determined in proportional to their accuracies of classifications [17]. Here, we propose to learn the weights using the LSE method as follows.

Let \( f_k(k = 1, 2, \ldots, K) \) be a decision function of the \( k \)th SVM in the SVM ensemble that is trained by a repetitive training data set \( \text{Train}_k = \{ (\mathbf{x}_i; y_i) | i = 1, 2, \ldots, L \} \). The weight vector \( \mathbf{w} \) can be obtained by \( \mathbf{w}_k = \mathbf{A}^{-1} \mathbf{y} \), where \( \mathbf{A} = (f_k(\mathbf{x}_i))_{k \times L} \) and \( \mathbf{y} = (y_i)_{1 \times L} \). Then, the final decision of the SVM ensemble \( f_m(\mathbf{x}) \) for a given test vector \( \mathbf{x} \) due to the LSE-based weighting is determined by

\[ f_{\text{LSB}}(\mathbf{x}) = \text{sign}(\mathbf{w} \cdot \{ f_k(\mathbf{x}) \}_{k=1}^K). \]  

3.2.3. The double-layer hierarchical combining

We can use another SVM to aggregate the outputs of several SVMs in the SVM ensemble. So, this combination consists of a double layer of SVMs hierarchically where the outputs of several SVMs in the lower layer feed into a super SVM in the upper layer. This type of combination looks similar of the mixture of experts introduced by Jordan et al. [18] in that both use hierarchical structures.

Let \( f_k(k = 1, 2, \ldots, K) \) be a decision function of the \( k \)th SVM in the SVM ensemble and \( F \) be a decision function of the super SVM in the upper layer. Then, the final decision of the SVM ensemble \( f_m(\mathbf{x}) \) for a given test vector \( \mathbf{x} \) due to the double-layer hierarchical combining is determined by

\[ f_m(\mathbf{x}) = F((f_1(\mathbf{x}), f_2(\mathbf{x}), \ldots, f_K(\mathbf{x}))). \]  

3.3. Extension of the SVM ensemble to the multi-class classification

In Section 2, we explained two kinds of extension methods such as one-against-all and one-against-one methods in order to apply the SVM to the multi-class classification problem. We can use these extension methods equally in the case of the SVM ensemble for the multi-class classification. For the \( C \)-class classification problem, we can have two kind of extensions according to the insertion level of the SVM ensemble: (1) the binary-class-level SVM ensemble (see Fig. 4) and (2) the multi-class-level SVM ensemble (see Fig. 5).

The binary-class-level SVM ensemble consists of \( C \) SVM ensembles in the case of one-against-all method or \( C(C-1)/2 \) SVM ensembles in the case of one-against-one method. And, each SVM ensemble consists of \( K \) independent SVMs. So, the SVM ensemble is built in the level of binary classifiers. We obtain the final decision from the decision results of many SVM ensembles via either the Max Wins voting strategy or the tournament match.

The multi-class-level SVM ensemble consists of \( K \) multi-class classifiers. And each multi-class classifier consists of \( C \) binary classifiers in the case of one-against-all method or for \( C(C-1)/2 \) binary classifiers in the case of one-against-one method. So, the SVM ensemble is built
in the level of multi-class classifiers. We obtain the final decision from the decision results of many multi-class classifiers via an appropriate aggregating strategy of the SVM ensemble.

4. Simulation results and discussion

To evaluate the efficacy of the proposed SVM ensemble using the bagging or boosting technique, we have performed three different classification problems such as the IRIS data classification, the UCI hand-written digit recognition, and the fraud detection. We used two different training techniques for the SVM ensemble such as bagging or boosting, and four different classification methods such as a single SVM and three different SVM ensembles with different aggregating strategies like the majority voting, the LSE-based weighting, and the double-layer hierarchical combining.

4.1. IRIS data classification

The IRIS data set [19,23] is one of the best known databases to be found in the pattern recognition literature.
The IRIS data set contains three classes where each class consists of 50 instances. Each class refers to a type of IRIS planet. One class is linearly separable from the other classes but they are not linearly separable from each other.

We used the one-against-one method for the multi-class extension and the multi-class-level method for the SVM ensemble. There are five multi-class SVMs where each multi-class SVM has three SVMs (\textit{SVM}_{C1,1}, \textit{SVM}_{C1,2}, \textit{SVM}_{C1,3}). The decision of each multi-class SVM is obtained from the decision results of three SVMs via the Max Wins voting strategy. The final decision is obtained via the aggregation of five multi-class SVMs. Each SVM used 2-D polynomial kernel function.

We selected 90 data samples randomly for the training set. For bootstrapping, we re-sampled randomly 60 data samples with replacement from the training data set. For boosting, we iteratively re-sampled 60 data samples with replacement according to the updated probability distribution from the training data set. We trained each SVM independently over the replicated training data set and aggregated several trained SVMs via three different combination methods. Fig. 6 shows the classification results of four different classifiers using the test data set consisting of 60 data samples, where each SVM in the SVM ensemble was trained by two different construction methods of training samples. For avoiding the tweak problem, each classifier has been performed 10 independent runs of simulation and the average performance has been reported in the table.

4.2. UCI hand-written digit recognition

There are some literatures on the handwritten digit recognition using SVM [1, 20–22]. We used the UCI hand-written digit data [23]. Some digits in the database are shown in Fig. 7. Among the UCI hand-written digits, we chose randomly 3828 digits as a training data set and the remaining 1797 digits as a test data set. The original image of each digit has the size of 32 × 32 pixels. It is reduced to the size of 8 × 8 pixels where each pixel is obtained from the average of the block of 4 × 4 pixels in the original image. So each digit is represented by a feature vector with the size of 64 × 1.

We used the one-against-one method for the multi-class extension and the multi-class-level method for the SVM ensemble. There are 10 multi-class SVMs where each multi-class SVM has 45 SVMs (\textit{SVM}_{C0,1}, \textit{SVM}_{C0,2}, \ldots, \textit{SVM}_{C8,9}). The decision of each multi-class SVM is obtained from the decision results of 45 SVMs via the Max Wins voting strategy. The final decision is obtained via the aggregation of 10 multi-class SVMs. Each SVM used 2-D polynomial kernel function.

For bagging, we re-sampled randomly 1000 digits samples with replacement from the training data set consisting of 3828 digit samples. For boosting, we iteratively re-sampled 1000 data samples with replacement according to the updated probability distribution from the training data set. We trained each SVM independently over the replicated training data set and aggregated several trained SVMs via three different combination methods. Fig. 8 shows the
classification results of four different classifiers using the test data set consisting of 1797 digits, where each SVM in the SVM ensemble was trained by two different construction methods of training samples. For avoiding the tweak problem, each classifier has been performed 10 independent runs of simulation and the average performance has been reported in the table.

4.3. Fraud detection

We have often met many kind of customer fraud events in our society [24–26]. For examples, the cellular fraud in the telecommunication industry, the credit card fraud in the banking industry, and compensation cheating in the insurance company. Fraud not only costs very much for a company, but also causes inconvenience and much cost for the customer. One method for fraud detection, called user profiling method [24], is checking suspicious changes in user behaviors and determining general patterns of fraud by a massive amount of user action data analysis. There are many different approaches in modelling fraud patterns, such as Bayesian network [26] and HMM [27]. Here, we tackled a mobile telecommunication payment fraud detection using the proposed SVM ensemble.

We used the database obtained from a mobile telecom company. It recorded 1 year’s action data of 53,696 customers. The fraud detection method is to analyze their history action records, which is a typical data mining procedure as follows.

Step 1: Data cleaning, to purge redundant data for a certain fraud action analysis.

Step 2: Feature selection and extraction, to discover indicators corresponding to changes in behavioral indicatives of fraud.

Step 3: Modelling, to determine fraud pattern by classifier and predictor.

Step 4: Fraud action monitoring and prediction, to issue the alarm.

For Step 2: we extract the eight salient features to measure the customer payment behaviors using PROC DATA of SAS/BASE and combine the user profile (IBS_USERINFO) and user action (IBS_BILL) to one table (IBS_USERPERFORMANCE) using the SQL sentence given below. Table IBS_USERPERFORMANCE has 53,696 records and nine attribute items.

```sql
select a.CreditDegree, d.* ;
from Fraud.ibs_Credit as a, Fraud.ibs_Bill as b, Fraud.ibs_Userphone as c, Fraud.ibs_Userinfo as d;
where a.billphone_id = b.billphone_id and b.account = c.account and c.usrinfo_id = d.usrinfo_id;
into Fraud.ibs_Userperformance.
```

Now, we are focusing on the works of the later two steps: Steps 3 and 4. For determining the fraud patterns, the data set is divided into a training set and a test set, in which the training set contains 70% of 53,696 records, and the test data set is the remaining 30% of 53,696 records. Fraud detection problem can be a binary or a multi-class classification problem. In case that customers are divided into two classes: fraud or non-fraud, fraud detection is a binary classification problem. In case that customers are to be classified as more than two confidence grades, fraud detection is a multi-class classification. We performed both kinds of fraud detection problems.

For binary-class case of fraud detection, the SVMs in the SVM ensemble used the third-order polynomial kernel and the RBF kernel. For multi-class case of fraud detection, we considered four confidence grades labelled 1, 2, 3, and 4, where 1 is the most credible customer and 4 is the most dangerous customer. We used one-against-one method for multi-class extension and the multi-class-level method for the SVM ensemble. There are 11 multi-class SVMs where each multi-class SVM has six SVMs.
Fig. 9. The correct classification rates of the binary-class fraud detection.

Fig. 10. The correct classification rates of the multi-class fraud detection.

(SVM_{C_1,C_2}, SVM_{C_1, C_3}, \ldots, SVM_{C_3,C_4}). The decision of each multi-class SVM is obtained from the decision results of six SVMs via the Max Wins voting strategy. The final decision is obtained via the aggregation of 11 multi-class SVMs. While we used the third-order polynomial kernel and the RBF kernel for kernel in the case of majority voting aggregation method, we used only the third-order polynomial kernel in the case of hierarchical combining aggregation method.

For bagging, we re-sampled randomly 30% of the training samples with replacement from the training data set consisting of 53,696 records. For boosting, we re-sampled iteratively 30% of the training samples with replacement according to the updated probability distribution from the training data set. We trained each SVM independently over the replicated training data set and aggregated several trained SVMs via two different combination methods such as the majority voting and the double-layer hierarchical combining method because the LSE-based weighting cannot be applied due to the huge size of training set.

Figs. 9 and 10 show the classification results of five different classifiers using the test data set consisting of 16,109 records in the case of binary-class and multi-class fraud detection, respectively. For avoiding the tweak problem, each classifier has been performed 10 independent runs of simulation and the average performance has been reported in the tables. From these tables, we note that (1) the SVM ensemble improves the correct classification rate greatly compared with that of using a single SVM, (2) the majority voting aggregation using the polynomial kernel provides the best classification performance in the fraud detection, and (3) the multi-class fraud detection provides better correct classification rate than the binary fraud detection.

5. Conclusion

Usually, the practical SVM has been implemented based on the approximation algorithm to reduce the cost of time
and space. So, the obtained classification performance is far from the theoretically expected level of it. To overcome this limitation, we addressed the SVM ensemble that consists of several independently trained SVMs. For training each SVM, we generated many replicated training sample sets via the bootstrapping or boosting technique. Then, all independently trained SVMs over the replicated training sample sets were aggregated by three combination techniques such as the majority voting, the LSE-based weighting, and the double-layer hierarchical combining.

We also extended the SVM ensemble to the multi-class classification problem: the binary-class-level SVM ensemble and the multi-class-level SVM ensemble. The former built the SVM ensemble in the level of binary classifiers and the latter built the SVM ensemble in the level of multi-class classifiers. The former had C SVM ensembles in the case of one-against-all method or C(C – 1)/2 SVM ensembles in the case of one-against-one method. And, each SVM ensemble consisted of K independent SVMs. The latter consisted of K multi-class classifiers. And each multi-class classifier consists of C binary classifiers in the case of one-against-all method or for C(C – 1)/2 binary classifiers in the case of one-against-one method.

We evaluated the classification performance of the proposed SVM ensemble over three different multi-class classification problems such as the IRIS data classification, the hand-written digit recognition, and the fraud detection. The SVM ensembles outperform a single SVM for all applications in terms of classification accuracy. For three different aggregation methods, the classification performance is superior in the order of the double-layer hierarchical combining, the LSE-based weighting, and the majority voting.
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